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ABSTRACT 
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1. Introduction 

Suppose that a provisional path of coordinated motion has been planned 

for two rigid polyhedral bodies B1 and- B2 in 3-space. Then there will 

exist functions Rl(t), R2(t), x,(t), x2(t) of a parameter t designating 

time such that the set of points occupied by B at time t is 

R.(t)Bj +xj(t) . 
proceed as follows: find the minimum distance 6 between the convex 

sets Rl(t)B1+xl(t) and R2(t)B2+x2(t) for t-0. Let L be the 

j 
To verify the validity of the proposed motion, one can 

J 

diameter of the set B2 , and from the known form of the functions 

R1, R2,xl, and x2 find an E sufficiently small so that 

for all O < ~ < E  - -  . Then a collision between the moving bodies is 

impossible for this range of t; hence we can advance t from 0 to E, 

and repeat this step. When successive steps of this kind have brought us 

from t = O  to some final value t , we can be sure that the planned 

path is collision-free. 

* 

To use this technique effectively, we need a fast algorithm for 

estimating the minimum distance between two polyhedra. The present note 

will address the problem of finding this 

drastic simplifying assumptions, namely 

(i) B1 and B2 are assumed to be 

(ii) B1 and B2 are assumed to be 

Assuming that B1 and B2 have a total 

distance, but only under two 

convex; and 

two dimensional. 

of N vertices and are described 
9 

by clockwise bounding segment lists of the standard kind, an O(logLN) 

algorithm for determining the minimum distance between B1 and B2 will 

be given. The related problem of finding the minimum distance between a 
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v a r i a b l e  po in t  x and a f ixed  convex body B is  considered i n  [Shamos] , 

where an O(1og N) algori thm i s  given.  

2.  The algorithm 

Hence l e t  B1 and B2 be convex polygons. Write 

B 1 -  + B  2 = ( x + y :  - 

and 

-B = {-x : X E  B) , 

so t h a t  B +B2 is t h e  so -ca l l ed  Minkowski Sum of B1 and B2 , and 

B1-B2=B1+(-B2) . 
poin t  x = O  and t h e  set B1-B2; r ep l ac ing  B2 by -B2 , i t  becomes 

t h a t  of es t imat ing  the  d i s t a n c e  from t h e  o r i g i n  t o  t h e  convex set 

1 

Our problem i s  t o  estimate t h e  d i s t a n c e  between t h e  

B 1 + B 2 .  

A f a s t  ( O ( N ) )  procedure f o r  f ind ing  B + B 2  given B1 and B2 i s  1 

descr ibed i n  [Najfeld], and is  as fol lows:  

(a )  The s ides  of B1 and B2 are a v a i l a b l e  as c i r c u l a r  l ists  

arranged i n  increas ing  order  of t h e  angle  8 t h a t  each s i d e  makes wi th  

t h e  x a x i s .  Merge these  two l i s t s  i n t o  a s i n g l e  s i m i l a r l y  ordered l i s t  

L .  

(b) I f  a s i d e  S of B2 ( resp .  B ) l i e s  between two success ive  s i d e s  1 

S ' ,  S" of B1 ( r e s p .  B2) i n  t h i s  l i s t ,  l e t  c be t h e  corner  a t  which 

S and S' meet. Then S + c  is  a s i d e  of B1+B2 , and L lists t h e s e  

s i d e s  of B1+B2 i n  t h e i r  s tandard c i r c u l a r  order .  We w i l l  say  i n  what 

f o l l o w s  t h a t  the s i d e  S + c  of B1+B2 ~- comes from S (which i s  a s i d e  

e i t h e r  of B1 or  of B 1, and t h a t  c i s  t h e  corner  of B ( r e sp .  B2) 2 1 

t h a t  matches the s i d e  S of B2 ( resp .  B1>. 

c 
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Our algorithm will apply this construction, but to attain O(log2N) 

performance will avoid forming the full list L .  We proceed as follows. 

(i) The sides of any convex polygon B can be oriented so that 

the interior of B lies to their left. Oriented in this way, the sides 

of B fall into two (circularly) contiguous groups, one consisting of 

(vertically) ascending, the other of descending edges. It is clear that 

the ascending (resp. descending) edges of 

ascending (resp. descending) edges of B1 and of B2 . 
B1+B2 come from the separate 

(ii) Let a point x in the plane be given; we wish to determine 

whether it belongs to 

B1+B2 . First determine the highest (resp. lowest) corner H 

L of each B * this can be done in time O(1ogN) by binary search 

of the sides of B . Then the highest and lowest corners of B1+B2 

are H + H 2  and L1+L2 respectively. If x does not lie in the 

vertical range bracketed by these two points, it is definitely not in 

B1+B2, and if not, to find its minimum distance to 

j 

j j ’  

j 

1 

B1+B2. If x does lie in this vertical range, then a horizontal line 

drawn through x will intersect exactly two sides of B1+B2 , one an 

ascending, the other a descending side, and x belongs to B1+B2 if 

and only if it lies between these two sides. To find these two inter- 

sections, we can start at the lowest corner L + L 2  of B1+B2, and 

perform a binary search of its ascending (resp. descending) sides. This 
1 

can be done without actually forming the full collection of its sides, 

using a technique which we will now explain. 

(iii) Let the ascending sides of B1+B2 be enumerated, in bottom-to- 

top order, as 

these sides, we will be examining two of these sides 

need to examine a side S lying between them. We can suppose that the 

S1, S2, ..., Sn. At any moment during a binary search of 

Si, Sk, and will 

j 
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s i d e  S' of B ( resp.  B2) from which each s i d e  S under examination 

comes is known, and t h a t  t h e  corner  c of B2 ( resp .  B 1 ) matching S' 

is a l s o  known. For our b inary  search  t o  r e t a i n  logar i thmic  e f f i c i e n c y ,  w e  

must be a b l e  t o  l o c a t e  a s i d e  Sk between 

a t  least (resp.  most) a f i x e d  f r a c t i o n  a ( resp .  1-a) of t h e  d i s t a n c e  from 

i t o  j .  This can be done as fol lows.  L e t  Si come from a s i d e  S' 

(of 

whose en te r ing  edge i s  numbered i" , and d e f i n e  S" , j '  and j"  , 

1 j 

and S such t h a t  k i s  
si j 

B1 o r  B ) numbered i' , matched by a corner  c" (of B2 o r  B1) 2 

s i m i l a r l y  from S I f  S' and S" are s i d e s  of t h e  s a m e  polygon 
j '  

(B1 o r  B 2 ) ,  put 

On t h e  o the r  hand, i f  S' and S" are s i d e s  of d i f f e r e n t  polygons, put  

I n  order  t o  avoid d e t a i l e d  enumeration of t ed ious ly  many cases, w e  w i l l  

suppose t h a t  S '  and S" are s i d e s  of d i f f e r e n t  polygons; t h e  treat-  

ment of t h e  cases  thereby ignored and of t h i s  case are similar.  

I f  A '  LA",  advance from s i d e  i' (of t h e  polygon having S '  as a 

s ide )  halfway toward s i d e  j"  of t h i s  polygon. L e t  t h e  s i d e  i n  t h i s  i n t e r -  

mediate pos i t i on  be T, l e t  i t s  index be m y  and f i n d  i t s  matching corner  

c .  Then T + c  i s  a s i d e  of B1+B2; i t s  index as a s i d e  of B1+B2 exceeds 

i by a t  least A'/2 and by a t  most A 1 / 2 + A " .  Hence m lies a t  least 1 / 4  

and a t  most 3 / 4  of the  way from i t o  j .  

S imi la r ly ,  i f  A" > A ' ,  advance from s i d e  i" (of t h e  polygon having 

c" as a corner) halfway toward s i d e  i' of t h i s  polygon. L e t  t h e  s i d e  i n  

t h i s  in te rmedia te  p o s i t i o n  be T, i t s  index be m y  and i t s  matching corner  



-5- 

t '  

be c. Then aga in  T + c  i s  a s i d e  of B l + B 2  whose index is  at least 

1 / 4  and a t  most 3 / 4  of t h e  wa:y from i t o  j .  

Locating t h e  corner  matching a given s i d e  can be done i n  t i m e  

O(1og N ) ,  so  o v e r a l l  t h e  b inary  search w e  have j u s t  descr ibed r e q u i r e s  

O(1og N) t i m e .  2 

( i v )  The b inary  sea rch  w i l l  l o c a t e  t h e  two p o i n t s  of i n t e r s e c t i o n  

of t h e  h o r i z o n t a l  l i n e  through x wi th  t h e  boundary of B1+B2 . I f  x 

l ies between these  p o i n t s  i t  is i n t e r i o r  t o  

Otherwise x l ies  t o  t h e  r i g h t  or t o  t h e  l e f t  of one of them. Suppose, 

f o r  t he  sake of d e f i n i t e n e s s ,  t h a t  x l i es  t o  t h e  r i g h t  of B1+B2 , o r ,  

B 1 + B 2  , and we are f i n i s h e d .  

if lies above (resp. f;elov) t h o  C I ' G  tn--not L"yl*."UL (resp. Scttem m c c t )  p c h t  nf 

B1+B2 , t h a t  i t  l i es  t o  t h e  l e f t  of t h i s  po in t .  

B1+B2 l y i n g  c l o s e s t  t o  x l ies  on one of t h e  ascending edges forming 

t h e  lef t -hand p a r t  Q of the  boundary of B + B 2  . We now begin t o  

sea rch  f o r  t h i s  edge. 

v i s i b l e  from x .  Such an edge i s  a v a i l a b l e  i n  all cases, s i n c e  i f  x 

Then t h e  po in t  of 

1 

We s t a r t  t h i s  search  from an edge of B + B 2  1 

l i es  above ( resp .  below) B + B 2  

( resp .  bottoin iaost) edge of Q . 
w e  have only t o  take t h e  topmost 1 

* 
(v) To f i n d  t h e  edge S of B1+B2 conta in ing  t h e  poin t  Z 

c l o s e s t  t o  x , w e  start  with an edge S v i s i b l e  from x and draw a 

l i n e  from x t o  t h e  i n i t i a l  corner c of S (note  aga in  t h a t  t h e  

edges of Q are o r i en ted  and point  downward). L e t  c be t h e  o t h e r  

corner  of S . I f  t h e  angle  x c 1 c 2  i s  acu te ,  then N l i es  on Q 

below c1 ; i f  ob tuse ,  then a t  or  above c 

t h e  edge S conta in ing  Z t o  be loca ted  by b inary  search .  A s  prev ious ly ,  

this binary  search  procedure w i l l  run  i n  t i m e  

1 

2 

This  observa t ion  enab le s  1 '  

2 O(1og N ) .  Suppose now t h a t  

S conta ins  Z . Then i f  x c  c i s  acu te  but  x c 2 c 1  i s  obtuse  Z i s  1 2  
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if xc1c2 is obtuse then Z is cl; and otherwise Z is the c2 , 
foot of the perpendicular from x to S . 

c 

3 .  - A technique for accelerating the expected speed of location of a 

point on a divided real axis 

Like many other geometric algorithms, the algorithm sketched in 

the preceding pages makes repeated use of the following computational 

step : 

Given a fixed increasing sequence of real numbers 

and a point x , locate the interval (xi,xi+l) *1'"' ,x n y  
in which x lies. 

The normal technique for accomplishing this is simply to perform a binary 

search, which requires time O(1og n). 

We will now sketch an alternative approach which has the same worst 

case behavior, but (if the points x are randomly distributed) will 

reduce the expected time needed to locate the desired interval to 
j 

O(1). 

This is simply t o  keep an auxiliary table T consisting of n/a 

locations. To set up T , we divide the full range (x x ) from the 

minimum to the maximum of the x into an equal subintervals I , 

each of which corresponds to an entry E of T ;  E then stores the indices 

1' n 

i 

of the largest and smallest x belonging to I. To find the interval 

(xi, xi+l) containing a given x we simply calculate the entry E of 

T corresponding to x , and.perform a binary search in the subrange 

j 

(xj, \) of ( x ~ ,  xn) indicated by E. 

To analyze the expected performance of this scheme, we can reason 

as follows. The number of x expected to fall into each of the sub- 

ranges I into which we divide the full range (x x ) is a , so that, 
j 

1' n 
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I 

assuming that ci is small, the probability p that j items actually 

fall into I will be Poissonian with expectation a ,  i.e. 
j 

-a j = e a /j ! . If we enter an interval containing j items to do a 

binary search, O(l+log j) time will be required for the search. Thus 
'j 

Q _  

is a table of this last function:. 

Value of a Value of e-"C a' log j/j ! 

1 
2 
4 

.22 

.57 
1.20 

This technique can he used ir, the ' f i n 2  matchiag csrfier' s t e p  of the 

closest point algorithm sketched earlier, and, assuming a random distribu- 

tion of angles parallel to the sides of the polygons involved, will reduce 

the expected time needed to find this corner to O(1) ; thus the expected 

time required for the whole algorithm is 

O(1og N) . 
O(1og N) rather than 

2 
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